An ab initio potential energy surface for Ne–CO
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A new ab initio two-dimensional potential energy surface for the Ne–CO interaction is described. The surface was obtained by the supermolecule method at the CCSD(T) level of theory. It is compared with several experimental data sets and with the symmetry-adapted perturbation theory (SAPT) surface of Moszynski et al. [J. Phys. Chem. A 101, 4690 (1997)]. The new surface gives modestly better predictions of experimental results that depend on close approach of Ne to CO, but does not describe the ground state geometry as well as the SAPT surface. © 1999 American Institute of Physics. [S0021-9606(99)00924-1]

I. INTRODUCTION

The first ab initio potential energy surface for the rigid rotor CO–Ne interaction was published by Moszynski et al. in 1997.1 Their surface, obtained with symmetry-adapted perturbation theory (SAPT), agreed well with the infrared absorption spectra of NeCO2 and bulk property data for Ne–CO mixtures3–5 available at the time. Since 1997 the SAPT surface has also been compared with more extensive infrared results.6 Its predictions were still useful, although the agreement with IR spectra of vibrationally excited complexes was not as good as that for the ground state.

Moszynski et al. also reported an empirically modified version of their surface. They chose small empirical scalings to improve the agreement with a few rotational lines in the NeCO infrared spectrum. Since they did not construct a separate surface with \( v_{CO} = 1 \), the scaling parameters served two purposes: to slightly modify the shape of the ab initio ground state surface, and to allow for changes in the surface shape upon vibrational excitation of the CO. With two scaling parameters they were able to improve agreement with many infrared lines by as much as an order of magnitude.

New measurements of state-to-state integral cross sections for rotational excitation of CO by Ne are reported in the accompanying experimental paper.7 Those are the first experimental data that are very sensitive to anisotropy in the repulsive wall of the Ne–CO potential. Cross sections calculated from the SAPT surface reproduced the overall rotational contour well, but did not accurately reproduce the interference oscillations that appear at low \( \Delta f \). Since it is relatively difficult to evaluate the short range repulsion energies accurately in a perturbation theory calculation, it seemed plausible that the SAPT surface might be less accurate in the repulsive region than at larger Ne–CO separations, and that some improvements in the description of the repulsive interactions might be possible.

In this paper we report two new Ne–CO surfaces, obtained with supermolecule rather than perturbation theory techniques. A discussion of advantages and disadvantages of, and the relationship between, the supermolecule and perturbation theory approaches can be found in the recent review article by Chalasinski and Szczesniak.8 The ab initio calculations were performed at the CCSD(T) level of theory with large basis sets, and represent the current state of the art for supermolecule calculations on a system of this size.9,10 In the remainder of this paper we describe the construction of the new surfaces, compare their predictions and those of the SAPT surface with experimental data, and discuss the differences. Since our intent is to compare the two ab initio approaches, most of the comparisons are made with the ab initio SAPT surface and not with its empirically modified variant.

II. CONSTRUCTION OF SURFACES

A. Electronic structure calculations

The potential energy surfaces for the Ne–CO complex were calculated using the supermolecule single and double excitation coupled-cluster theory with noniterative perturbational treatment of triple excitations [CCSD(T)].11 The calculations used the augmented correlation-consistent triple zeta (aug-cc-pVTZ) basis set12–14 with an additional set of bond functions. Two sets of bond functions were used: the \((3s3p2d)\) set of Tao and Pan15 as well as a larger \((3s3p2d1f1g)\) set used by Koch et al.16 The overall basis sets will be denoted by aug-cc-pVTZ+\((3s3p2d)\) and aug-cc-pVTZ+\((3s3p2d1f1g)\) and the corresponding surfaces by S1 and S2, respectively. In all calculations the CO bond was fixed at the experimental value of 1.128 Å. The counterpoise procedure of Boys and Bernardi17 was used to correct for basis set superposition error (BSSE). CCSD(T) calculations were performed with the efficient program18,19 available in the MOLPRO 96 package.20

The CCSD(T) interaction energies obtained with the larger basis set are given in Table I. \( R \) signifies the distance from the Ne atom to the center of mass of \(^{12}\text{C}\)\(^{16}\text{O}\), and \( \Theta \) gives the angle between the vector from the CO center of mass to the Ne atom and the vector pointing from the CO center of mass to the O atom. \( \Theta = 0 \) therefore represents the...
linear Ne–O–C geometry. The bond functions were placed in the middle of the $R$ vector.

In addition to the values presented in the table, a few additional calculations were performed in the vicinity of the minimum which occurs at approximately $R=3.4$ Å and $\Theta=80^\circ$. At this geometry the aug-cc-pVTZ+ $(3s3p2d)$ basis set gives an interaction energy of $-214.2$ $\mu$E$_h$. The aug-cc-pVTZ+ $(3s3p2d1f1g)$ basis set gives at the same geometry $-220.6$ $\mu$E$_h$. Calculations with the smaller aug-cc-pVQZ+ $(3s3p2d)$ and the larger aug-cc-pVQZ+ $(3s3p2d)$ basis sets give CCSD(T) interaction energies of $-202.3$ $\mu$E$_h$ and $-220.0$ $\mu$E$_h$, respectively. All the results clearly indicate that the interaction becomes stronger as basis set size is increased and it thus appears that because of the basis set incompleteness the depth of the potentials developed in this work is slightly underestimated.

Interestingly, the MP4 method yields an interaction energy of $-224.7$ $\mu$E$_h$ when the aug-cc-pVTZ+ $(3s3p2d)$ basis set is used and $-231.3$ $\mu$E$_h$ with aug-cc-pVTZ+ $(3s3p2d1f1g)$.

B. Fitting procedure

The ab initio points were fitted to a two-dimensional model potential proposed by Bukowski et al., and used by other researchers, and the function contains short range $V_{ss}(R, \Theta)$ and asymptotic $V_{as}(R, \Theta)$ contributions:

\[ V(R, \Theta) = V_{ss}(R, \Theta) + V_{as}(R, \Theta). \]

The short range potential consisted of the exponential function

\[ V(R, \Theta) = G(R, \Theta) e^{D(\Theta) - B(\Theta)R}, \]

where $D(\Theta)$, $B(\Theta)$, and $G(R, \Theta)$ were all expansions in Legendre polynomials, $P_l^0(\cos \Theta)$. Their explicit forms were

\[ X(\Theta) = \sum_{l=0}^{L} x_l P_l^0(\cos \Theta) \]

for $D(\Theta)$ and $B(\Theta)$ ($X = D$ or $B$) and

\[ G(R, \Theta) = \sum_{l=0}^{L} (g_{0l} + g_{1l} R + g_{2l} R^2 + g_{3l} R^3) P_l^0(\cos \Theta). \]

All expansions were truncated at $l = 5$.

The asymptotic part included a damped-dispersion expansion, which was truncated at the $R^{-7}$ term, i.e., $n_{\text{max}} = 7$,

\[ V_{as}(R, \Theta) = \sum_{n=6}^{n_{\text{max}}} \sum_{l=0,2,...,13} f_n(B(\Theta)R) C_n^0 P_l^0(\cos \Theta) \]

and which included the Tang–Toennies damping function

\[ f_n(x) = 1 - e^{-x} \sum_{k=0}^{n} \frac{x^k}{k!} \]

and dispersion coefficients ($C_l^0$) obtained from a least squares fit. The rms error of the fit was 0.50 $\mu$E$_h$ for the S1 surface and 0.65 $\mu$E$_h$ for the S2 surface. The maximum absolute error of the fit did not exceed 1.8 $\mu$E$_h$ and 2.0 $\mu$E$_h$ for the S1 and S2 surfaces, respectively. Table II lists the fit coefficients for S2. Tables of energies and fit coefficients for S1, and a Fortran subroutine to evaluate the fitted energies for both surfaces as functions of position, are available as supplementary material.

C. Features of the surfaces

The minimum on S1, with energy $-214.3$ $\mu$E$_h$, is at $R = 3.394$ Å and $\Theta = 79.76^\circ$; that on S2 is a $R = 3.385$ Å and $\Theta = 80.15^\circ$ and has energy $-221.0$ $\mu$E$_h$. Figure 1 shows potential energy curves at five different values of $\Theta$ for S2 and the SAPT surface of Moszynski et al. The well on S2 is slightly shallower and less anisotropic than that on the SAPT surface. The low energy repulsive wall on S2 is also less anisotropic than that of the SAPT surface.

Figure 2 shows a contour map of S2 in the attractive region; the figure is comparable to Fig. 3(a) in Ref. 1. Potential contours in the repulsive region for the SAPT and S2
surfaces are shown in the accompanying experimental paper.\(^7\) The repulsive walls are similar near the O end of the molecule. They are rather different near the T-shaped configuration; for example, at \(R = 2.54\) Å and \(\Theta = 90^\circ\), the SAPT and S2 energies respectively are 2734.3 and 3010.3 \(\mu E_h\) \(\sim 600.1\) and 660.7 cm\(^{-1}\). The potential curves are similar again near \(\Theta = 150^\circ\), and at the C end the SAPT surface is more repulsive than S2. At 3.44 Å in the Ne–C–O arrangement, the SAPT and S2 energies are 1920.7 and 1575.4 \(\mu E_h\) \(\sim 421.5\) and 345.8 cm\(^{-1}\), respectively.

### III. DYNAMICAL CALCULATIONS

#### A. Bound energy levels

The energies of bound states on S2 were determined by the coupled-channel approach with the BOUND program of Hutson.\(^{25,26}\) A rotational basis set including CO rotational levels up to \(j = 16\) and a convergence tolerance of 0.0002 cm\(^{-1}\) was used. The diabatic modified log-derivative method of Manolopoulos\(^{27}\) was used for all calculations; results from step sizes of 0.03 and 0.06 Å were extrapolated to zero step size to estimate the bound level energies. The reduced mass of the Ne–CO system \(\sim 11.663 \) amu and the rotational constant of CO \(\sim 1.922\) cm\(^{-1}\) were the same values used by Moszynski et al.\(^1\) The total numerical error in the energies, including that from basis set truncation and finite distance of propagation, probably does not exceed 0.001 cm\(^{-1}\) for levels with total angular momentum \(J \leq 7\).

The ground state on S2 has an energy of \(-31.0995\) cm\(^{-1}\) relative to separated Ne and CO. The average separation between Ne and the CO center of mass is \(\langle R \rangle = 3.673\) Å, with standard deviation \(\sigma = 0.27\) Å. The average bond angle \(\langle \Theta \rangle = \cos^{-1}(\langle P_1(\cos \Theta) \rangle) = 66.6^\circ\). An indication of the angular extent of the ground state wave function is given by \(\cos^{-1}(2\langle P_3(\cos \Theta) \rangle + 1)/3\)\(^{1/2}\), whose value is 56.03\(^\circ\). S2 has a Ne–CO bond longer by 0.037 Å and a slightly more acute bond angle than the SAPT surface.
both surfaces the ground state wave function is fairly tightly localized in $R$ but delocalized in $\Theta$.

### B. Scattering calculations

Integral and differential scattering cross sections and pressure broadening cross sections were computed with the MOLSCAT program of Hutson and Green. Both coupled states (CS) and close-coupled (CC) calculations were performed, as described below. The hybrid log-derivative/Airy propagator of Manolopolous and Alexander was used. $30$ In every calculation all the open rotational channels and at least one closed channel were included in the rotational basis set. Partial wave sums were usually terminated when inelastic cross sections had converged to 0.02 Å$^2$ and elastic cross sections to 1.0 Å$^2$.

### IV. COMPARISON WITH EXPERIMENTS

#### A. Microwave spectra

Table III shows the wavenumbers of the nine microwave lines of $^{28}$Ne–$^{12}$C$^{16}$O observed by Walker et al. $31$ and the corresponding wavenumbers calculated from the $ab$ initio SAPT potential and S2. Differences (experiment–theory) are also given.

Microwave frequencies computed from S2 are consistently lower than the observed ones. Frequencies from the SAPT surface are consistently higher, but the error is usually two to four times less. These differences are consistent with the slightly longer $\langle R \rangle$ computed from S2. The value of $\langle R \rangle$ estimated by Walker et al. from the $C$ rotational constant, 3.675 Å, agrees almost perfectly with the value computed from S2 and is slightly longer than that computed from the SAPT surface. It is clear from the microwave frequencies themselves, though, that the SAPT surface gives a more accurate description of the geometry of the ground state.

The ground state on the empirically scaled SAPT surface has a slightly greater binding energy than that on the $ab$ initio SAPT surface, and a value of $\langle R \rangle$ that is 0.012 Å shorter. Its agreement with the microwave spectrum is not as good; the errors are similar in magnitude to those of S2 but in the opposite direction.

S1, computed with a smaller basis set, has a yet larger $\langle R \rangle$ and gives microwave frequency errors roughly another 25% greater than those of S2. The $f$ and $g$ bond functions added to the basis set in S2 deepened the well and reduced the value of $\langle R \rangle$, bringing S2 toward better agreement with experiment. The single-point calculations with yet larger basis sets described above suggest that further expansion of the basis set would further deepen the well and reduce the disagreement with the microwave data.

#### B. Infrared spectra

The richest source of information about the bound levels of Ne–CO is the infrared work of Randall et al. $2$ and McKellar and Chan. $6$ The SAPT and S2 $ab$ initio surfaces, however, were both computed with the bond length of CO fixed at its equilibrium value. Positions of IR lines can therefore not be computed directly from the surfaces. Moszynski et al. $29$ compared the SAPT surface with the IR data of Randall et al. with an empirical procedure, as described briefly earlier.

The more recent IR data of McCullar and Chan include many lines with $K=2$ or 3, and several hot bands with $v_2=1$ bending mode excitation. With these new data, they were able to fit molecular constants separately for the $v_{CO}=0$ and $v_{CO}=1$ van der Waals complexes. These constants provide us with a much more direct means of comparing experiment and theory: We can simply evaluate the energies of the bound levels of NeCO ($v_{CO}=0$) from the experimental constants and from the $ab$ initio surfaces.

Tables IV and V show the differences between the energy levels calculated from the constants of McKellar and Chan $6$ and those calculated from the S2 and SAPT surfaces. Nearly all the observed lines in the IR spectrum are fit to within 0.001 cm$^{-1}$ by the constants, so the “experimental” energies in these tables may be regarded as exact. The experiments do not provide the dissociation energy of the ground state, and that was set to zero.

---

### TABLE III. Observed and calculated microwave absorption spectra, in cm$^{-1}$.

<table>
<thead>
<tr>
<th>Transition</th>
<th>Expt (Ref. 31)</th>
<th>SAPT (Ref. 1)</th>
<th>S2</th>
<th>Δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>$1_{01}^{-}0_{00}$</td>
<td>0.2174</td>
<td>0.218</td>
<td>−0.001</td>
<td>0.213 0.004</td>
</tr>
<tr>
<td>$2_{02}^{-}1_{01}$</td>
<td>0.4341</td>
<td>0.436</td>
<td>−0.001</td>
<td>0.427 0.007</td>
</tr>
<tr>
<td>$2_{12}^{-}1_{11}$</td>
<td>0.4165</td>
<td>0.420</td>
<td>−0.003</td>
<td>0.410 0.007</td>
</tr>
<tr>
<td>$2_{11}^{-}1_{10}$</td>
<td>0.4463</td>
<td>0.450</td>
<td>−0.004</td>
<td>0.440 0.006</td>
</tr>
<tr>
<td>$3_{03}^{-}2_{02}$</td>
<td>0.6509</td>
<td>0.652</td>
<td>−0.002</td>
<td>0.639 0.012</td>
</tr>
<tr>
<td>$3_{13}^{-}2_{12}$</td>
<td>0.6245</td>
<td>0.629</td>
<td>−0.005</td>
<td>0.615 0.013</td>
</tr>
<tr>
<td>$4_{14}^{-}3_{13}$</td>
<td>0.8662</td>
<td>0.869</td>
<td>−0.002</td>
<td>0.851 0.016</td>
</tr>
<tr>
<td>$4_{14}^{-}3_{13}$</td>
<td>0.8309</td>
<td>0.839</td>
<td>−0.008</td>
<td>0.817 0.014</td>
</tr>
</tbody>
</table>

---

### TABLE IV. Errors (experimental–theoretical, in cm$^{-1}$) in the energies of bound levels for the vibrational ground state of Ne–CO.

<table>
<thead>
<tr>
<th>$J$</th>
<th>$K = 1_e$</th>
<th>$K = 1_f$</th>
<th>$K = 2_e$</th>
<th>$K = 2_f$</th>
<th>$K = 3_e$</th>
<th>$K = 3_f$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SAPT</td>
<td>S2</td>
<td>SAPT</td>
<td>S2</td>
<td>SAPT</td>
<td>S2</td>
</tr>
<tr>
<td>1</td>
<td>−0.183</td>
<td>−0.332</td>
<td>−0.184</td>
<td>−0.333</td>
<td>−0.164</td>
<td>−0.490</td>
</tr>
<tr>
<td>2</td>
<td>−0.187</td>
<td>−0.326</td>
<td>−0.188</td>
<td>−0.326</td>
<td>−0.164</td>
<td>−0.490</td>
</tr>
<tr>
<td>3</td>
<td>−0.192</td>
<td>−0.316</td>
<td>−0.194</td>
<td>−0.317</td>
<td>−0.176</td>
<td>−0.477</td>
</tr>
<tr>
<td>4</td>
<td>−0.200</td>
<td>−0.303</td>
<td>−0.203</td>
<td>−0.305</td>
<td>−0.193</td>
<td>−0.456</td>
</tr>
<tr>
<td>5</td>
<td>−0.209</td>
<td>−0.287</td>
<td>−0.214</td>
<td>−0.290</td>
<td>−0.220</td>
<td>−0.425</td>
</tr>
<tr>
<td>6</td>
<td>−0.222</td>
<td>−0.268</td>
<td>−0.227</td>
<td>−0.271</td>
<td>−0.262</td>
<td>−0.377</td>
</tr>
<tr>
<td>7</td>
<td>−0.238</td>
<td>−0.246</td>
<td>−0.242</td>
<td>−0.250</td>
<td>−0.331</td>
<td>−0.305</td>
</tr>
</tbody>
</table>
TABLE V. Errors (experimental–theoretical, in cm\(^{-1}\)) in the energies of bound levels in the first excited bending state of Ne–CO. Results from the scaled version of the SAPT surface are shown in parentheses. The \(J=0\), \(K=0\), \(e\) level on S2 has energy \(-22.740\) cm\(^{-1}\); \(J=1\), \(K=1\), \(f\) has energy \(-15.687\) cm\(^{-1}\).

<table>
<thead>
<tr>
<th>(J)</th>
<th>(K=0,!e)</th>
<th>(K=1,!f)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SAPT</td>
<td>S2</td>
</tr>
<tr>
<td>0</td>
<td>0.328(0.066)</td>
<td>0.221</td>
</tr>
<tr>
<td>1</td>
<td>0.323(0.063)</td>
<td>0.223</td>
</tr>
<tr>
<td>2</td>
<td>0.313(0.057)</td>
<td>0.225</td>
</tr>
<tr>
<td>3</td>
<td>0.299(0.048)</td>
<td>0.229</td>
</tr>
<tr>
<td>4</td>
<td>0.280(0.036)</td>
<td>0.234</td>
</tr>
<tr>
<td>5</td>
<td>0.258(0.023)</td>
<td>0.240</td>
</tr>
<tr>
<td>6</td>
<td>0.230(0.007)</td>
<td>0.248</td>
</tr>
</tbody>
</table>

The values in Table IV increase as one moves down an S2 column, and decrease as one moves down a SAPT column. This pattern is consistent with the conclusion from the microwave results: The effective \(B\) rotational constant is too small on S2 and too large on the SAPT surface. For \(K=0\), the microwave results showed that the SAPT model was clearly superior. For \(K>0\), SAPT is still better but the difference is no longer so large. For example, for the \(e\) component of \(K=2\), the \(B\) value fitted to the S2 results in Table IV is 0.0013 cm\(^{-1}\) lower than the corresponding experimental value while \(B\) from the SAPT results is 0.0009 cm\(^{-1}\) higher. The SAPT surface predicts the origin of each \(K\) stack in the vibrational ground state with better accuracy than S2 does. Furthermore, the \(K\) origins predicted by S2 become steadily worse as \(K\) increases, while the error of the SAPT origins remains about the same. These origins do not follow a smooth pattern, as noted by McKellar and Chan, so it is difficult to make precise statements about errors in the S2 surface from them. It does appear, however, that the effective \(A\) constant (which corresponds roughly to rotation about the van der Waals bond) is too large on S2.

The scaled SAPT surface, whose errors are not shown in Table IV, predicts the origins of the \(K=1\) stacks with about 0.02 cm\(^{-1}\) error and of the \(K=2\) stacks with 0.14 cm\(^{-1}\) error. At \(K=3\) its error in location of the \(f\) stack origin is 0.2 cm\(^{-1}\), between those of the \(ab\) initio SAPT and S2 surfaces. In all the \(K\) stacks, the scaled surface gives a \(B\) constant that is larger (that is, less accurate) than the \(ab\) initio SAPT surface.

The results in Table V indicate that S2 gives a better description of the first bending vibration of Ne–CO. The experimental, S2, and SAPT fundamental frequencies are 8.5805, 8.359, and 8.253 cm\(^{-1}\), respectively. Only one \(K\neq 0\) stack is available for comparison, but it indicates that both surfaces give effective \(A\) constants in \(v_3=1\) that are too large but the error on S2 is a factor of 3 or so smaller. The \(B\) constants from S2 are still smaller than experiment and those from SAPT are still larger, but now the S2 results are closer to experiment by roughly a factor of 2. (The excellent agreement of S2 with experiment in the last column of Table V is fortuitous; it arises from a cancellation of errors between an underestimated vibrational frequency and an overestimated \(A\) constant, and will not persist to other \(K\) stacks.)

Results from the scaled SAPT surface for the \(v_2=1\) bending levels are shown in Table V in parentheses. For \(K=0\), the scaling produces a much improved agreement with experiment; the errors in the energies are much smaller than those from either \(ab\) initio potential. The effective \(B\) constant is also improved in that \(K\) stack. The scaling does not improve agreement with the \(K=1\) levels, however; in fact, they are worse in the scaled surface than in either of the \(ab\) initio surfaces. Most of the disagreement comes from a substantial overestimation of the \(A\) constant on the scaled surface. These observations are consistent with the discussion of McKellar and Chan.\(^6\)

C. Integral cross sections

The accompanying experimental paper\(^7\) describes measurements of state-to-state integral cross sections for rotational excitation of CO by Ne and comparisons to the S2 and SAPT surfaces. The feature of the integral cross sections most sensitive to the potential surface is the interference structure that appears at low \(\Delta j\). The S2 surface predicts the phase of the interference oscillations correctly, although it does not reproduce the amplitudes particularly well. The SAPT surface predicts the wrong phase at low \(\Delta j\). It thus appears that the S2 surface is more accurate in the repulsive region.

In the comparison with experiment, averaging over initial rotational populations in the molecular beam and over the Ne isotope distribution effaces the predicted oscillations considerably. To demonstrate more clearly the differences and similarities in the two potentials’ predictions, Fig. 3 shows the unaveraged \(\sigma_{0\rightarrow j}\) cross sections at 711 cm\(^{-1}\) predicted by the two surfaces. The overall decrease with \(\Delta j\) is very similar for the two potentials. On the other hand, the interference structure is quite different. Both show a maximum at \(\Delta j=2\). The S2 cross sections then immediately switch phase, and show an odd \(\Delta j\) propensity up through \(\Delta j=11\) before changing phase again. The SAPT cross sec-
tions, on the other hand, do not switch to odd \( \Delta j \) until \( \Delta j = 8 \). Unfortunately, it is difficult to relate these differences to specific features of the surfaces.

### D. Differential cross sections

State-to-state differential cross sections are not yet available for Ne–CO rotationally inelastic scattering, although some experiments are under way.\(^{32}\) Figure 4 shows the predicted state-to-state differential cross sections at 460 cm\(^{-1}\) for the 0→5 and 0→12 collisional excitations for both surfaces. The cross sections were obtained with converged close-coupled (CC) calculations; the partial wave sum was terminated near \( J = 113h \).

The rotational rainbow maxima and minima appear at higher scattering angles in the S2 predictions, especially for the 0→12 transition. The difference probably reflects the slightly smaller anisotropy in the repulsive wall for the S2 surface; a more nearly head-on, and therefore higher scattering angle, transition is required to produce \( \Delta j = 12 \). The difference should be easily resolvable even in experiments of modest angular resolution. State-to-state DCS could therefore provide a much cleaner test of the accuracy of the two surfaces in the repulsive region than is currently available from the integral cross sections.

### E. Pressure broadening

Nerf and Sonnenberg reported Ne pressure broadening cross sections in 1975\(^{33}\) for the CO 1←0 rotational transition at 77, 198, and 294 K. At 77 K, \( k_B T \) is roughly equal to the Ne–CO well depth, so the pressure broadening cross section is most sensitive to the attractive well and long-range parts of the potential. At the higher temperatures, the repulsive wall of the potential plays a more important role.

We evaluated pressure broadening cross sections with the MOLSCAT program\(^{28}\) for both the SAPT surface and S2. Only the diagonal part of the cross section matrix was used; for the well-isolated 1←0 line and the modest pressures used in the experiment, the off-diagonal (intensity transfer) terms should not be important.\(^{34}\)

The temperature-dependent cross sections were obtained by thermal averages over cross sections computed at specific energies:

\[
\sigma(T) = \frac{1}{k_B T} \int_0^{\infty} \sigma(E) \exp(-E/k_B T) E \, dE.
\]

For the numerical evaluation of \( \sigma(T) \), the integral was broken into two sections, one at energies below 50 cm\(^{-1}\) and one at higher energy. The lower section was evaluated by straightforward trapezoidal rule integration with a 1 cm\(^{-1}\) energy grid. The cross sections at energies \( E \leq 50 \) cm\(^{-1}\) were obtained by close-coupled calculations. Some resonance structure appears in that region, but the resonances are not particularly sharp and the low energy section only contributes about one-third of the total cross section even at 77 K, so a much finer grid was not needed. The section above 50 cm\(^{-1}\), where the cross sections are very smooth, was evaluated by four-point Gauss–Laguerre quadrature. Cross sections in that region were obtained by the coupled states approximation of McGuire and Kouri.\(^{29}\) The total numerical error in the pressure broadening cross sections, resulting from the coarse integration grid and the use of CS calculations, probably does not exceed 3 Å\(^2\). The results are shown in Table VI. Both surfaces predict broadening cross sections well within the experimental error estimates.

### F. Interaction second virial coefficients

Second virial coefficients for gas mixtures give information about the average ‘‘size’’ of the potential; they are sensitive the volume of the well at low temperatures, and to the hard core of the potential at high temperatures (\( k_B T \) much greater than the well depth). Brewer\(^{35}\) and Vatter et al.\(^{36}\) have reported interaction second virial coefficients for Ne–CO mixtures at several temperatures. Moszynski et al. computed the coefficients from the SAPT potential.\(^{37}\) We have calcu-
lated the coefficients from S2 using the expressions given by Pack. Table VII lists our results and the experimental data, and also includes values for the SAPT potential for completeness. All the first order quantum corrections have been included. The quantum corrections contribute 0.7 cm$^3$/mol at the lowest temperature, and about ten times less at the highest temperature.

The virial coefficients computed from the SAPT potential are lower than those computed from S2 at all temperatures. The consistent difference reflects the deeper well and slightly smaller repulsive core of the SAPT potential. The two potentials’ predictions are all within the experimental error bars. Experimental accuracy on the order of 1 cm$^3$/mol, not quite realizable with the best current techniques, would be required to cleanly select one of the two potentials over the other.

V. DISCUSSION

Our original hope was that a high quality supermolecule surface would give a better description of the repulsive wall of the Ne–CO interaction. S2 does give improved, although still not quantitative, agreement with the interference oscillations in the rotational excitation cross sections. This comparison provides modest evidence that the shape of the S2 repulsive wall is more realistic than that of the SAPT surface. State-to-state differential cross sections, when they become available, will provide a more incisive comparison between the models and may also suggest specific deficiencies in the surfaces.

The ab initio SAPT surface provides the best current description of the ground state of NeCO. The microwave data suggest that its (R) is very slightly too short but is probably within 0.01 Å of the correct value. No other available surface matches this accuracy.

For the first excited vibrational state of NeCO, whose wave function occupies a wider region of the attractive well, the limited IR data suggest that S2 is more realistic. However, since the SAPT surface appears to have a more realistic minimum, SAPT may be a better model for predicting energies of levels with excitations in the van der Waals stretch.

The errors in S2 have three origins: finite basis set size, incomplete treatment of electron correlation, and fitting errors. Fitting errors are probably the least important in the comparisons to experiment we have presented here; several different fitting procedures produced nearly identical experimental predictions. The most important contributor to errors on the surface may be basis set size. We developed two different potential energy surfaces using basis sets which differed by only two functions. For some properties we evaluated, the differences were significant, and in every case the larger basis set produced the more accurate result. This provides some hope that the basis sets we used are approaching saturation. Comparison of the results of the single point calculations described earlier, at R = 3.4 Å and Θ = 80°, with the aug-cc-pVQZ+(3s3p2d), aug-cc-pVTZ+(3s3p2d), and aug-cc-pVQZ+(3s3p2d) basis sets also suggests that further increases in basis set size will provide a smooth increase in accuracy.

Both of the experiments that S2 fits better—the scattering and hot-band IR data—involves relatively close approach of the Ne atom to the CO, where intramonomer electron correlation is important to evaluation of exchange-repulsion energies. The treatment of intramonomer correlation effects in the supermolecule CCSD(T) approach is more sophisticated than in the perturbation approach of Moszynski et al. which, depending on the energy component, uses various methods that range from MP2 to CCSD. The relative success of S2 in those experiments could be caused by the better treatment of correlation, basis set effects on the perturbation theory monomer wave functions, or the truncation of the perturbation expansion after the second order in the interaction.
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